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A10 Networks Introduction

» Incorporated in 2004

» Mission: Leader in the Application Delivery Marke
» Experienced Management Team

» Well-funded and Profitable

» 13 Consecutive Quarters of Growth

» Tracking to140% Year on Year Growth

» 500+ Customers
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What Do We Do?

» Optimize Business Application Delivery and
Performance

» Applicable to all Customers
» Specific Solutions for Telco's/Carriers/ISP’ s

» Absolute Price / Performance Market Leader
market

» Only 64-bit platform available

» Architecturally superior, and unique!
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AX Series Product Focus A

IPvEG Migration

Large Scale NAT

Dual-Stack Lite

{ 4

Application Delivery

Application Delivery
Controller

Server Load Balancer
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Carrier & ISP Challenges

» IPv6 Migration: Demand for IP addresses rapidly increasing

New users coming online

Smartphones

Gaming devices (Xbox/PlayStation/Wii/DS)
Many other network-aware devices (e.g. DVRSs)

* o o

L 2

+ Good situation to have ~ |ISPs want to
continue to increase customer base and grow
their business

Internet

> However, IPv4 addresses = very short supply
» Tight control on new allocations
» Projected to run out by 2011/12
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IPv4 Address Shortage Gaining Momentum
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IPv4 address exhaustion

From Wikipedia, the free encyclopedia

IPv4 address exhaustion is the decreasing supply of unallocated IPv4 addresses available at tl
Authority (IANA) and the regional Internet registries for assignment to end users and local Interne
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So what does it look like A0
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Service Provider Attitudes to IPV6

» Forward Thinkers

» Have been doing this for
years — no translation
necessary

» Don’t Need A10 Help

» Confused
» Need to do something BUT

» Need our insight & products

» Dinosaur

» Needs to do something but
have big old legacy network

» Need our products —
probably wont listen too
closely to our insight

8
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Who should be worried and why?

» Consumer

» Buys service to get
everywhere

» Content Provider

» Maintain 100% accessibility

» Access Provider

» Real addressing issues
» More Users/Devices
» Competition
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Solutions — Content Providers

Solutions >»SLB-PT

» Use existing IPV4 content servers to server IPV6 Users
» Easy deployment
» Can use optimization technologies as well

=
IPV6 User

IPV4 User

IPV4 Content
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Solutions - Access Provider — Within my border only!

Solutions » |IPv6

» Adoption underway
» [IPv4-only nodes and content will still be around

» Large Scale NAT

IR > Sharing of “public” IPv4 addresses among multiple
AU CUStomerS

N .

» Dual-Stack Lite

» Supports both native IPv6 and traditional IPv4
concurrently
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Solutions - Access Provider — | am responsible!

Solutions » Large Scale NAT

» Sharing of “public” IPv4 addresses among multiple
customers

» Dual-Stack Lite

» Supports both native IPv6 and traditional IPv4
concurrently

i oz=======a NAT-PT

» Supports translation at the edge of the network
» Last resort if this is your stance
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Service Provider Network Today Relies on Public IPv4
Addresses

N\

IPv4 Interne9/

Provider
Network - IPv4
<
A o o
Public IPv4 Address [(SReSa) G
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Large Scale NAT Allows Service Providers to Use Private/ h
Internal IPv4 Addresses Within Their Network I(l

IPv4
Resources
* Allows more

IPvé4 Intemet>/ subscribers with less
/ public IPv4 addresses

¥ Public IPv4 Addresses

LSN Device » <« Provider NAT

Provider
Network - IPv4
—
Private/internal 4
IPv4 Address r>{>© 0{7@
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The Ideal IPv6 Network Removes the Issue of IPv4

Address Shortages
Resources .

* Does not require IPv4

IPv6 Internet1>/ addresses
Provider
Network - IPv6
v <>
\l d>{><b

< <
5 P
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Both LSN on IPv4 Networks and Pure IPv6 Networks
Relieve IPv4 Address Shortages

» Two separate

options/networks IPva IPv6
~ Resources ~ Resources .

Q/ IPv6 Intem%D/

IPv4 Interne

¥ Public IPv4 Addresses \

<« Provider NAT

Provider Provider
Network - IPv4 Network - IPv6
y y <

Private/internal 4 < o ~_»
IPva Address E%ﬁa NS Eq%}@a SO
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DS-Lite Solutions Allow IPv4 Clients to Connect Over the
Service Provider IPv6 Network to the IPv4 Internet

IPv6
» Support legacy

IPv4 clients on

new IPv6 network IPv8 Intermet e .memeQ

]

|Pv4 to Internet

Biias 3588 5888 ===

AX Series

De-Encapsulate
IPv4 from IPv6
+LSN

Provider
Network - IPv6

Encapsulates
IPv4in IPv6

Clients

17
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* The AX Series
communicates with .

the service o ,meme;)/ =
_ IPv4 Internet

provider IPv6 and ]

the IPv4 networks | IPV4 to Internet

iiee |SSS3 EEEE mmE
AX Series A

De-Encapsulate
IPv4 from IPv6
+LSN

Provider
Network - IPv6

Dual-Stack Lite @
Enabled CPE Router eV,
Encapsulates

IPv4 in IPv6 %
ents -
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DS-Lite Alternate View

: Il.'d-

Dliam 3338 58sF Z=E%IPv4to Internet

AX Series
De-encapsulate
IPv4 from IPv6
+ NAT

Carrier
IPv6 Network

Dual-Stack Lite
Enabled CPE Router

Encapsulates
IPv4 in IPv6

IPv4 Clients
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AX Series Offers the Ideal Platform -JAI0

» Flexible high performance hardware & software
platforms

» Scalable

» Very high session establishment rate
» Large number of concurrent sessions

» Very high NAT Processing (packets per second) & throughput

» Stateful high availability for robustness

» Cost effective
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Kt N
64-bit AX Series Models A

S AX 5200
’ AX 5100

ANY Cernice

40 Gbps
40 Gbps 680W Max
660W Max 16 x 10 Gb
AX 3000 8 x 10 Gb SSD
SSD PFTA
- = PFTA S+R ASIC
=, AX 2600 S+R ASIC
3 22 Gbps
AX 2500 T 308W Max
4x10 Gb
== 18Gbps >5P
291W Max Large Enterprise or
10 Gbps e Service Provider
250W Max
SSD

Medium to Large Enterprise

Overall Performance
A1l
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64-bit: AX Series Family Performance Chart A

Bsss 383 O

E
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| AX2500 | AX2600 | AX3000 | AX5100 | AX5200

Application Throughput 10 Gb 18 Gb 22 Gb 40 Gb 40 Gb
Layer 4 CPS 310,000 355,000 440,000 2,000,000 3,020,000
Layer 7 RPS (Max) 700,000 740,000 800,000 1,400,000 3,500,000
g'::s Protection (SYN Flood) SYN/ ¢ "iion 2.3 million 2.6 million 50 million* 50 million*®
SSL CPS 7,900 11,000 11,000  70,000*  70,000**
SSL TPS (10 trans/con) 57,000 85,000 85,000 300,000  300,000**
SSL Bulk Throughput 1.2 Gb 2 Gb 2 Gb 9,1Gb** 9,1Gb**

* 0% CPU utilization **Multi-ASIC SSL Card Option w/ 2 Cards
A‘B Networks // performance by Design // A, 2.
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Summary - Large Scale NAT and Dual-Stack Lite A

» Leader in IPv6 migration
technologies

» Ensure rapid Internet
growth can continue
despite IPv4 address
shortage

Internet

A‘B Networks /' performance by Design

23




Demo Setup & Configuration

Details
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Demonstration Setup

DS-Lite Demonstration

IPv4 only
IPv6 Tunnel Resources
IPve iPva IPvé IPve IP NAT Outside
| I IP NAT Inside
IPv6 IPv4 IPv4 IPv6
LinkSys WRT54GL Home
Gateway

Home Gateway Configuration
AX 2500 Configuration Resources

Ipvétunnel Advanced Tunnel Setting

Tunnel type IDS-Lite vl hostname AX2500
!
class-Tist dslite

DHCP or Static Ista__ltic = '2006::/96 Tsn-1id 1

1:nter'Face ethernet 6
ip address 172.16.206.213 255.255.255.0

DS-Lite Configuration ipv6 address 2006::213/96
ip nat inside
CGN IPv6 address IZDDS::Z‘B 1
e.g. 2001:3::1 interface ethernet 7
WAN IPv6 Address IZDDS::‘I,‘QS ip address 172.16.204.213 255.255.255.0
e.g. 2001::2/64 ipv6 address 2004::213/96
IPvE WAN Default Gateway IZDDS::Z‘B '1p patjoucside
_ =9 200171 ip nat pool dslite 172.16.204.60 172.16.204.60 netmask /24 1sn
Primary DNS IZDD4::2‘IS 1sn-1id 1
e.g. 2001::2 source-nat-pool dslite

IPvE Prefix Delegation IZDDB::?,‘QS

e.g. 2001:2::/56 !
IPV6 LAN Default address 20038 ip nat inside source ds-Tite class-list dslite
= ]

e.g. 2001::2::1 s1b new-path-enable
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QUESTIONS?
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